
1. Experiments on image classification
We tested Neural ODE on Cifar10. We show the training loss and test accuracy 
for various methods, and memory comparison for these ODE methods.

2. Experiments on latent time series prediction
We tested Neural ODE on predicting blood glucose trajectories time series 
data[2].

3. Experiments on function fitting
We tested the ability of Neural ODE to learn the true dynamics of some specific 
differential equations given sampled data. Left: Linear ODE, Right: Spiral shaped 
nonlinear ODE.

Accuracy
Neural ODE can achieve the similar accuracy as, and sometimes better 
accuracy than ResNet and GRU based network. 

Memory
Theoretically, less memory usage. Not storing any intermediate quantities 
of the forward pass allows us to train our models with constant memory 
cost as a function of depth. 

Stability
Training with neural ODE with adjoint method is not that stable, which 
can be seen in our results. It it because numerical ODE algorithm is 
non-revertible. Using higher order methods (dopri5, rk4) can increase the 
stability. 
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We empirically study the new family of deep neural network models, neural ODE, which parameterize the derivative of 
the hidden state using a neural network, instead of specifying a discrete sequence of hidden layers. We 
experimentally verified the memory and model efficiency of neural ODE compared with the traditional ResNet and 
GRU model in image classification and time series prediction tasks, respectively. In addition, we demonstrate the 
ability of neural ODE in continuous function fitting. 

Project 
Overview

The method of re-frame a neural network as an "Ordinary Differential 
Equation" enables people to use existent ODE solvers. Although the ODE 
network method is new, it has already been a breakthrough in AI field and 
has great potentials. So our team dived deep into the effect of ODE solver on 
neural network training through empirical studies. In this project, we attempt 
to answer three questions: 

1. For classification applications, how does it compare to the efficient ResNet 
for well-known datasets (e.g. Cifar10)? 

2. It has been shown that ODENet performs better than RNN on synthetic 
time-series data. Can it also perform well on application datasets?

3. Can Neural ODE be used to recover the original function based on the 
sampled data?
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Problem Statement

Neural Ordinary Differential Equations

For residual networks, the transformations within hidden units can be 
expressed by: 

For ODE method, the 
formulation above can also be 
regarded as an Euler 
discretization of a differential 
equation:

The equivalent of having T 
layers in ResNet, is finding the solution to ODENet at time 1.
Training: 
An ODENet can be trained with the Adjoint Method, which can be 
regarded as the instantaneous analog of chain rule. This approach 
computes gradients by solving a second, augmented ODE backwards in 
time, and is applicable to all ODE solvers.

Experiments and Results


